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Le Big Data, nouvel eldorado des entreprises
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Blg Data in More Hands

By QUENTIN HARDY

FACEBOOK Business people, Big Data is coming for you.

TWITTER Software that captures lots of data and uses it to make predictions has
3 coooLe: mostly been the province of engineers skilled in arcane databases and
statisticians capable of developing complex algorithms. As the business gets
B save bigger, however, software makers are domesticating their products in the
= EMAIL hope they will prove attractive to a broader population.

Cloudera, which offers a popular version of the open source database called
Hadoop, released software on Wednesday that makes it possible to run
queries from a more mainstream SQL programming language interface.
SQL, thanks to its adoption by Oracle, Microsoft and others, is known to
millions of business analysts.

S pRINT

“This enables us to talk to a whole other class of customer,” said Mike
Olson, the chief executive of Cloudera. “The knock against Hadoop was that
itis too complex.”

There is a reason for that. Hadoop is one of several so-called unstructured
databases that were created at Yahoo and Google, after those two
companies found they had previously unimaginable amounts of data about
activities like people’s Web-surfing habits. Put into databases designed to
handlethis unstructured behavior, then analyzed, thisinformation was
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The Age of Big Data

By STEVE LOHR

& 82 Comments

GOOD with numbers? Fascinated by data? The sound you hear is K recowweno

opportunity knocking.
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| last summer, as a freshly minted Yale
l 5 l i i M.B.A, to join the technology = SIGNINTO EMAIL
‘ company’s fast-growing ranks of data & et
i consultants. They help businesses
0O 4 ‘make sense of an explosion of data — & REPRINTS
Web traffic and social network SHARE

comments, as well as software and

sensors that monitor shipments,

suppliers and customers — to guide decisions, trim costs
and lift sales. “I've always had a love of numbers,” says Ms.
Zhou, whose job as a data analyst suits her skills.

Multimedia To exploit the data flood, America will need many more like

her. A report last year by the McKinsey Global Institute, the
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By STEVE LOHR
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THIS has been the crossover year for Big Data — as a concept, as a FACEBOOK

N . Despite New . ‘The Big Fail
term and, yes, as a marketing tool. Big Data has sprung from the TWITTER "M)l)lh Law, ‘ ,
confines of technology circles into the mai 5 Some See Sharp
3§ coooLe Rise in Premiums
@ Enlarge This Image  First, here are a few, well, data points: & EvaiL
Big Data was a featured topic this year SHARE
at the World Economic Forum in @ PRINT MOST E-MAILED RECOMMENDED FOR YOU

Davos, Switzerland, with a report
titled “Big Data, Big Impact.” In
March, the federal government
announced $200 million in research programs for Big Data

@ reprinTs

. OFF THE DRIBBLE
Stoudemire Commemorates Brother's Death

. CRITIC'S NOTEBOOK
‘The Rainbow That Follows ‘Jersey Shore'

o
®

computing.
Add to Portfolio Rick Smolan, creator of the “Day in the Life” photography 3. TAKINONOTE
. - Opinion Report: Tax Reform
International Business series, has a new project in the works, called “The Human
Machines Corporation Face of Big Data.” The New York Times has adopted the 4 THELEARNNGNETWORK _
Gotoyour Portolo » term in headlines like “The Age of Big Data” and “Big Data L;‘L:‘g L;ﬁ" a‘::’;:;’ﬁf;“_ﬂ\‘"“ toRide
on Campus.” And a sure sign that Big Data has arrived
5

. . N P o » N : . Major Cor ies Push the Limits of a Tax
came just last month, when it became grist for satire in the “Dilbert” comic strip by Scott Br?ali'r mpanies Fush e Limis of Tox

Adams. “It comes from everywhere. It knows all,” one frame reads, and the next concludes
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What Happens When Big Data Meets Official Statistics? -
Live Webcast

ABOUT

B SHARE L \orld Bank Liveis a space to discuss

key development topics in real time.
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Deloitte global podcasts
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Email Alerts
podeasts To use our embedded media player, please install the latest version of Adobe Flash Player. Stay co
You can also download the podcast file.
Tools Contact us
Big data projects had a total industry revenue of only $100 million in 2009. However 2012 wil
Video lbrary see 90 per cent of Fortune 500 companies Kick off a big data initiative, which will trigger industry Submit RFP
revenue of between $1 billion and 1.5 billion. Big data is still i its infancy, mostly used for Global blog
Browse by industry meteorology and physics simulations, butinterest s gaining pace as data warehouses start to
overflow and the need for *real-time" analysis puts strain on traditional analytics tools. Internet Global podcasts
Browse by service companies have led the way with exploring big data but fast follower sectors are likely to Social media

include the public sector, financial services, retail, entertainment, and media. This could trigger
a talent shortage with up to 190,000 skilled professionals needed to cope with demand in the
US alone over the next five years. Meanwhile companies launching initiatives need to take a
disciplined and targeted approach to big data.

RSS feed

Podcast highlights:

What does “big data” mean?

Where will the industry growth come from?

What does the trend mean for traditional data companies?

What does the accessibility of big data” mean for the way companies are currently doing
business?
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CritéoLabs :, soirée d'inauguration

Fleur Pellerin, Ministre dél
soutien a cette entreprise in

guée chargée des PME, de I'innovation et de I'Economie Numérique, apporte son
ovante du secteur numérique, véritable « success story » 4 la frangaise.

Criteo inaugure CriteoLabs, son nouveau centre de R&D de 10.000 m2 au cceur de Paris.

Avec a terme 300 ingénieurs, ce site est déja I'un des premiers centres européens de R&D en algorithmes
appliqués a la publicité en ligne. Pour accompagner sa forte croissance, Criteo recrute cette année 250
nouveaux collaborateurs

r

Criteo inaugure & Paris I'n des plus gros pdles européens de R&D dédiés 4 la publicité prédictive, CriteoLabs. Sur
10.000 m2, ce nouveau centre a vocation a accueillir 300 ingénieurs et a permettre ainsi a Criteo de garantir son
avancée technologique sur ses 30 marchés d'exportation, des Etats-Unis, & I'Europe, en passant par I'Asie. Cette
année, l'entreprise compt cruter 250 nouveaux collaborateurs, dont une centaine d'ingénieurs.

Ce nouveau siége, que Criteo a choisi délibérément de situer & Paris, vient ponctuer un développement continu, qui a
permis & 'entreprise d'atteindre des résultats remarquables, 3 ans seulement aprés son lancement commercial

600 salariés présents dans 15 bureaux dans le monde
i les plus importants e-commergants mondiaux tels que Dell, Macy's, John Lewis, Marks
Zalando, La Redoute, Les 3 Suisses, etc

Plus de 200 millions de dollars de CA en 2011
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Environ 10 100 000 résultats (0,24 secondes)
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www.mozbot.fr/

Moteur de Mozbot en iat avec Brioude-Internet, et
Google : résultats, connexes, mots clés, ...

Actualités correspondant & moteur de recherche

Le moteur de recherche DuckDuckGo bloqué en
() Chine
Le Monde - il y a 3 heures.
Selon le site spécialisé TechinAsia, le moteur de recherche serait
bloqué depuis le 4 septembre dans le pays. DuckDuckGo, qui se
présente

L'Allemagne souhaite que Google dévoile les algorithmes .
Clubic.com - il y a 5 jours.

Plus d'actualités pour "moteur de recherche"

Moteur de recherche — Wikipédia
" oy Cde ;

Un moteur de est une web de retrouver des

ressources (pages web, articles de forums Usenet, images, vidéo, fichiers, etc.) ..

Moteur de Recherche SEEK.fr ™

www.seek.fr/ ¥

Moteur de recherche alternatif frangais respectant la vie privée via un métamoteur
utilisant les principaux moteurs de recherche ainsi qu'un annuaire

Metamoteur Web SEEK fr - A Propos de Seek - Horoscope - Seek annuaire
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Crime prevention

® ABOUT ~ HOWPREDPOLWORKS ~ PROVENRESULTS ~ TECHNOLOGY ~ PRESS ~ CONTACTUS  BLOG
D PREDPOL

PREDICTIVE
POLICING

The Predictive Policing Company

PredPol's cloud-based software enables law enforcement agencies to
better prevent crime in their communities by generating predictions on

the places and times that future crimes are most likely to occur.
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The Power of Healthcare Data

The Body as a Source
of Big Data
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Smart city

Smarter Cities: Turning Big Data Into Insight
=

City Planning and Operations

$1 Trillion 50 Hours

global annual savings could be attained by of traffic delays per year are incurred,

optimizing public infrastructure. on average, by travelers.

Source: McKinsey

$57 Trillion i) 30 Billion

in infrastructure investments will be peopleall over the world travel

needed between 2013-2030. approximately 30 billion miles per

Source: McKinsey. year. By 2050, that figure will grow
to over 150 billion miles.

‘\J) i@9¥ i.;

Cloud is driving cities in their digital transformation. v
Water Management Open Cloud

60% $6 Billion
of water allocated for domestic $14 Billion 37,000 hasbeen invested by IBM in more than

human use goes to urban cities. a dozen acquisitions to accelerateits
in potable water s lost every year because i

of leaks, theft and unbilled usage. industry team alone.
Source: World Bank
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Wikipedia |

Big data

From Wikipedia, the free encyclopadia

This artice is about large collections of dta. For the band, see Big Deta (band).

Big datal12 is the term for a collection of data ses so large and complex hat it tc process using on-hand database toals or traditional data processing applications. The
challenges include capture, curatior, storage,?) search, sharing, transfer, analysis!*! and visualizaticn. The trend (o lerger data sets is due to the additional information derivable from analysis of a single
large set of related data, as comparad to separate smaller sets with the same total amount of cata. allowing correlaticns to be found to "spot business trencs, determine quality of reseerch, prevent diseases,
link legal citations, combat crime, and determing real-tima roadway traffic conditicns. SI617]
As of 2012, limits on the size of data se's that are feasible to process in a reasnable amount of ime were cn the order of exabytes of data.'®) Scientists regularly
encounter limitatons due tolarge data sets in many areas, including meteorology, genomics,[%l connectomics, complex physics simulations, %) and biological
and environmental research '!] The livitations also affect Internet search, finance and business irformtics. Deta sets grow in size in part because they are
inerasingly bemg gathered by ubigtous nformat 9 o), software logs, cameras,

readers, i senser nmwarm 12012 Tke worlds per-capita capacity to store information has
roughly doubled every 40 months since the 1980s;/14] as of 2012, every day 2.5 exabyles (2.5x10'8) of data were created.'5] The challenge ‘or large enterprises
iss determining who should own big data initatives that straddle the enire organization."€!

Bigdata s difficult to work with using most relational database management systems and desktcp statistics and visualization packages, requiting instead
"massively paraliel sofiware running cn tens, hundreds, or even thousands of servers".('7) What is considered "big data" varies depending on the capabiliies of
the orgarization managing the set, ard on the capabilities of the applications that are traditionally used to process and analyze the data set in its domain. "For Avisualization created by BV of 3
some organizations, facing hundreds of gigabytes of data for the first ime may trigger a nead to reconsider data management ogtions. For athers, it may take Widpedia edis. At mufiple terabytss In

size the tex: and images of Wikipedia are
tens or hundreds of terabytes before data size becomes a sigrificant consideration !l 9 kip
a classic example of big data.




Wikipedia Il

e Big data is an all-encompassing term for any collection of
data sets so large and complex that it becomes difficult to
process using traditional data processing applications.

e Data science is the study of the generalizable extraction of
knowledge from data, yet the key word is science.

@ Statistics is the study of the collection, analysis,
interpretation, presentation and organization of data.



Big data
e Capacity to store information has doubled every 40 months
since the 1980s
e In 2012, 2.5 exabytes (2.5 x 10'8) created per day

@ Big internet companies such as Google, Amazon, Facebook,
but also industries from pharmaceuticals, insurance, banks,
telecoms, personalized medicine, marketing, bioinformatics



A new Context

Data everywhere

@ Huge volume,

e Huge variety...

Affordable computation units

@ Cloud computing
@ Graphical Processor Units (GPU)...

@ Growing academic and industrial interest!



Big Data is (quite) Easy

Example of off the shelves solution

SParK” ....ccvecns e

igh omputing

run(paran ms) {
Spark onf()
.setAnDNamets"BJnary(lasslf:ca(mn with $parans")
SparkContext (conf)

Logger.getRootLogger. setLevel(Level.WARN)
examples = MLUtils. loadLibSVMFile(sc, params.input).cache()

spLits = examples. randonSpLit(Array (0.8, 0.2))
training = splits(6).cache()
test he(
numTraining = training. count()
nunTest = test.count()
println(s"Training: $nu Tra)an, test: $nunest.”)
examples. unpersist (blockin se)

updater = parans. regType {
11 = ter()
SquaredL2Updater()

algorithm LogisticRegressionWithsGo()
algorithm. optimizer
~setNunTterations (params. nunlterations)
.setStepSize(parans. stepSize)
.setUpdater(updater)
-setRegParan(parans. regParar
model = algorithn. ruMtram)ng?.clearThreshnld()

prediction = nodel.predict (test.map(_.features))
predictionAndLabel = prediction.zip(test.map(_.label))

metrics = new BinaryClassificationMetrics(predictionAndLabel)
myMetrics MyBinaryClassificationtetrics (predictionAndLabel)

println(s"Enpirical CrossEntropy = ${mMetrics.crossEntropy()}.")
println(s"Test areaUnderPR = ${metrics.areaUnderPR()}.
println(s*Test areaUnderROC = ${metrics.arealnderROC()}.")

sc.stop()
¥




Big Data is (quite) Easy

Example of off the shelves solution

SParK’ ... e o aImazon

export AWS_ACCESS_KEY_ID=<your-access-keyid>

export AWS_SECRET_ACCESS_KEY=<your-access-key-secret>

cellule/spark/ec2/sparl-ec2 -i cellule.pem -k cellule -s <number of machines> launch <cluster-name>
ssh -i cellule.pem root@<your-cluster-master-dns>

spark-ec2/copy-dir ephemeral-hdfs/conf

ephemeral-hdfs/bin/hadoop distcp s3n://celluledecalcul/dataset/raw/train.csv /data/train.csv

scp -i cellule.pem cellule/challenge/target/scala-2.10/target/scala-2.10/challenges_2.10-0.0.jar

cellule/spark/bin/spark-submit \
--class fr.cc.challenge.Preprocess \
challenges_2.10-0.0.jar \
/data/train.csv \
/data/train2.csv

cellule/spark/bin/spark-submit \
--class fr.cc.sparktest.LogisticRegression \
challenges_2.10-0.0.jar \
/data/train2.csv

= Logistic regression for arbitrary large dataset!



A Complex Ecosystem! |

Business Industry specific
Predictive Predictive .
Models Models Big Data
Solutions
Big Data Machine Learning Engine
(ex. IBM, SKYTREE)
N Big Data
Applications . '8
B|g Data Technology
Software Platform
(ex. Hadeop, Cloudera, Hortonworks)
Big Data

Data Stores

Big Data
[Structured & Unstructured]

(ex. mongoDB, REDIS, Cassandra, Hana)



A Complex Ecosystem! I

Big Data Landscape
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Data science or statistics? |

A vocabulary problem:

data scientist or statistician?

statistics or data science?



Data science or statistics? |l

A possible answer:



Data science or statistics? I

L& Adatascientistisa statistician who
lives in San Francisco.

Data Science is statistics on a Mac.

A data scientist is someone who is
better at statistics than any software

engineer and better at software
engineering than any statistician.




© Supervised learning
@ Introduction
@ Loss functions, linearity



Supervised learning

Setting
@ Dataxje X, y;€Yfori=1,...,n

@ X; is an input and y; is an output
@ x; are called features and x; € X = RY

@ y; are called labels
Y={-1,1} or Y ={0,1} for binary classification
Y ={1,..., K} for multiclass classification
Y = R for regression

e Usually, assume (x;, y;) are i.i.d

@ Goal: given x, predict y.



Supervised learning

o High-dimension: d is large, say d > 10*
@ Big data: n is large, say n > 10°
Scenarios where:
@ d is large, nis small: computational biology
@ d is small, nis large: marketing

e d is large, nis large: web-advertisement, ad display



Supervised learning — Loss functions, linearity

What to do
Minimize with respect to f : RY — R

Ralf) = > i, ()

where

@ /is a loss function. (y;, f(x;)) small means y; is close to f(x;)

e Ry(f) is called goodness-of-fit or empirical risk

Computation of f is called training or estimation step



Supervised learning — Loss functions, linearity

@ When d is large, impossible to fit a complex functions f on
the data

@ When n is large, training is too time-consuming for a complex
function f

Hence:

@ Choose a linear function f :
d
F(x) = (x,0) = > x0),
j=1

for some parameter vector 6 € R? to be trained

Remark: linear with respect to x;, but you can choose the x;
based on the data. Hence, not linear w.r.t the original features:
“feature engineering”



Supervised learning — Loss functions, linearity

o Least-squares loss (linear regression): {(y,z) = 3(y — z)? for
y € R, namely

n

1
> (yi— (xi.0)> = — Y — X0|3
i:1(y (i, 0))" = | 12

1
Rn(0) = —
(9) 2n
where X = [Xq, -+, Xp]T € R™9 and y = [y1,---,yn] € RY

e Logistic regression loss (logit, log-linear regression):
Uy, z) =log(1+ e ¥*) for y € {—1,1}, namely

1 n
Rn(0) = " Z log(1 + e Yitxi9)
i=1



Supervised learning — Logistic Regression

Binary classification: label y € {0,1}. Assume that
P(Y = y|X = x) = Bernoulli(oy(x))

with op(x) = o((f, x)) where o is the sigmoid function




Supervised learning — Logistic Regression

Binary classification: label y € {0,1}. Assume that
P(Y = y|X = x) = Bernoulli(oy(x))
with og(x) = o ({0, x)) where o is the sigmoid function

1
14+ e %

o(z) =
Hence for y € {0,1}:
P(Y = y|X = x) = gp(x)” (1 = 09(x)) ™ = g(x)’ 05(—x)' "

and the log-likelihood is given by (if we replace label 0 by —1 for
convenience)

Z log P[Y = yi| X = x] = — Z log(1 4 e Yiti0)
i=1 i=1



Supervised learning — Logistic Regression

Goodness of fit = — log-likelihood, so this leads to
1 n
mw):nigbg1+ewmw)
1=

Equivalent to assuming that the log-odd ratio is linear:

P[Y =1|X = x]\ _
'<IP>[Y=0|X:X])_<X’9>

This leads to a linear separation between the 1s and 0s. Logistic
regression is a linear classifier



Supervised learning — Logistic Regression

Now I've trained a logistic classifier: | have an estimation 6 of the
parameters based on data (xi,y1),. .., (Xn, ¥n)

| have a new point x,41 but no label y,;1 for him. | want to have
a prediction y,11 € {—1,1} of its label

How do | proceed?

@ | compute probability scores of 1 and —1:

1 _ 1 A1) g A1)
= Lo tend M Pl =17 e

e Now | predict the label using the MAP rule (Maximum A
Posteriori)

) 1 il >t
Ynt1 = .
—1 otherwise

for a threshold t € (0,1) (usually t =1/2)



Supervised learning — Logistic Regression

Remark:

N A t A .
B =t e (e, 0) > log (7= ) (b1 ) > 0if £=1/2)

This means that the logistic classifier separates data points into 1
and —1 with a hyperplane

We say that it is a linear classifier




Supervised learning — Loss functions, linearity

Training the model: compute

0 € argmin R,(6)
OeRrd

where

Rn(6) = %Zﬁ(ylw (xi,0)).
i=1

Classical losses
o {(y,z) = i(y — 2)?: least-squares loss, linear regression (label
y €R)
e ((y,z) = (1 — yz)4+ hinge loss, or SVM loss (binary
classification, label y € {—1,1})
@ ((y,z) = log(1+ e ?) logistic loss (binary classification, label
ye{-11})



Supervised learning — Loss functions, linearity

5] —<0) |
—exply"flx)
1k e 051, (1 30 (-7 1{3)) |
max(0,1-y™fx)

251 q

2 . |

161 q

1 - .

0s5r q
U .

I L L I L L L
2 1.4 1 0.5 05 15 2

1
éleastfsq(}@ Z) = i(y - 2)2 Ehinge()@Z) = (1 - yZ)+

elogistic(y; Z) = |Og(1 + e_yz)



© Penalization
@ Introduction
o Ridge
@ Sparsity
@ Lasso



Penalization — Introduction

You should never actually fit a model by minimizing only

0, € argmlnf Uy, (x;,0)).
OeRrd Z

You should minimize instead

A 1<
0, € argmins = Y L(y;, (x;,0)) + X pen(6)
cRd {n z_; }

where
@ pen is a penalization function, that encodes a prior
assumption on 6. It forbids 6 to be “too complex”
@ )\ > 0 is a tuning or smoothing parameter, that balances
goodness-of-fit and penalization



Penalization — Introduction

Why using penalization?

N 1 —
0 ind =S 4y, (x:,0)) + X pen(
ea;geg;n{n; (i (xi:6)) + A pen(0) }

Penalization, for a well-chosen \ > 0, allows to avoid overfitting




Penalization — Ridge

Most classical penalization is the Ridge penalization
d
2 2
pen(0) = [|6]15 = > _ 7.
j=1

It penalizes the energy of 6, measured by squared f>-norm

Sparsity inducing penalization.
@ It would be nice to find a model where @ = 0 for many
coordinates j
o few features are useful for prediction, the model is simpler,
with a smaller dimension
@ We say that 0 is sparse
@ Howtodoit?



Penalization — Sparsity

It is tempting to use

n

0 < argmin { 3" t(yi, (x.0)) + A0l }.

n
ocR? i=1

where
100 = #{j : 6; # 0}.

But, to do it exactly, you need to try all possible subsets of
non-zero coordinates of #: 29 possibilities. Impossible!



Penalization — Lasso

A solution: Lasso penalization (least absolute shrinkage and
selection operator)

d
pen(6) = |6l =D _ 10j1.
j=1
This is penalization based on the ¢1-norm || - ||1.

@ In a noiseless setting, in a certain regime, £1-minimization
gives the “same solution” as || - ||o

@ Why do /1-penalization leads to sparsity?




Penalization — Lasso

Why ¢, (ridge) does not induce sparsity?

ial ]

Fig. 2. Estimation picture for (a) the lasso and (b) ridge regression



Penalization — Lasso

Hence, a minimizer

0 i Uyi, (xi,0)) + A6
< argmin { Z i 3, 6)) + Aol }

is typically sparse (éj = 0 for many j).
e for X large (larger than some constant) 9j =0 for all j
@ for A = 0 then there is no penalization
@ Between the two, the “sparsity” depends on the value of A:
once again, it is a regularization or penalization parameter



Penalization — Lasso

For the least squares loss
A 1 A
0 € ar min{— Y — X032+ 2|16 2}
rgmin {11~ X613 + 5 1013

is called ridge linear regression, and

n 1
0 ind —||Y — X0|3+ )6
e argmin {5 1Y = X6l + Aol }

is called Lasso linear regression.



Penalization — Lasso

Consider the minimization problem
in2(a— b+ Ala
min =(a — a
acR 2

for A\>0and beR

@ Derivative at 0: d =X —b

@ Derivative at 0_: d_=—-XA—0»b
Let a, be the solution

@ a, =0iffdp >0and d_ <0, namely |b] < A

@ a2, >0iffd. <0, namely b> X and a, =b— A

@ a2, <0iffd_ >0, namely b< —Xand a, = b+ A
Hence

a, = sign(b)(|b] — A)+

where a; = max(0, a)



Penalization — Lasso

As a consequence, we have
.1 5
a, = argmin §Ha — b3 + Allal|1 = Sa(b)
acRd

where
Sx(b) = sign(b) ® (|b] — A)+

is the soft-thresholding operator




@ Some tools from convex
optimization
@ Proximal operator
@ Some tools from convex
analysis



Proximal operator

e For any g convex [lower semi-continuous] and any y € RY, we
define the proximal operator

ol
proxg(y) = argmin { Z|x — yII3 + g(x) }
x€RY

(strongly convex problem = unique minimum)

@ We already proved that soft-thresholding is the proximal
operator of the £1-norm

proxy ., (v) = Sx(y) = sign(y) © (ly| — A)+

Proximal operators and proximal algorithms are now fundamental
tools for optimization in machine learning



Examples of proximal operators

@ g(x) = c for a constant c, prox, = Id

@ If C convex set, and

0 if xe C

g(x) = dc(x) = {+OO e

then
proxg = projc = projection onto C.

e If g(x) = (b, x) + c, then
Proxg(x) = x — Ab
o If g(x) = 2x" Ax + (b, x) + c with A symetric positive, then

proxyg(x) = (I + M) 7L(x — \b)



Examples of proximal operators

o If g(x) = 1||x||3 then
proxyg(x) = ———x = shrinkage operator

1L+ A
e If g(x) = —log x then

X+ VX2 + 4\
proxg(x) = —
o If g(x) = ||x||2 then
A
proxg(x) = <1 — m)+x,

the block soft-thresholding operator



Examples of proximal operators

o If g(x) = |Ix|[1 + ||x||3 (elastic-net) where > 0, then

prox/\g(x) prox/\H,”l(x)

:l+/\’y

o If g(x) =2 ,cc IIxgll2 where G partition of {1,...,d},

(roxas (s = (1= 170) 5

for g € G. Block soft-thresholding, used for group-Lasso



Subdifferential

The subdifferential of f € 0 at x is the set
of(x)={g € RY: f(y) > (g,y — x) + f(x) forall y € ]Rd}

f@)

flz:) + g7 (& — a) :
' (@) + 95 (@ — @)
/ f(urz) + g3 (z — z2)

Each element is called a subgradient

Optimality criterion

0 € 9f(x) iff f(x) < f(y)Vy

If f is differentiable at x, then 0f(x) = {Vf(x)}
Example: 0/0] = [-1,1]



f:RY = [—o0,+o0] is

@ f is L-smooth if it is continuously differentiable and if
IVF(x) = VF(y)l2 < Llx—yll2  forany x,y € RY.

Equivalent to H¢(x) < Lly for all x, where H¢(x) Hessian at x
when twice continuously differentiable [i.e. LIy — Hf(x)
positive semi-definite]

e f is y-strongly convex if f(-) — 4| - ||3 is convex. Equivalent to

F(y) = F() + (g y = x) + Slly = xI3

for g € 0f(x). Equivalent to H¢(x) = ply when twice
differentiable.



Optimality criterion

Optimality criterion: 6, € argmingcra{f(6) + g(0)} iff

namely
1
—XVR,,(G*) € 0g(0y)

For the Lasso

) 1
f € argmin {7|| Y — X0|3 + Aueul}
PcRd 2n

this optimality criterion is

LXT(Y = X0)| < A ifd; =0
IXT(Y — X0) = Xsign(f))  if 6; #0

forany j =1,...,d, where X; is the j-th conumn of X.



© Proximal gradient descent
@ The general problem
@ Gradient descent
e (F)ISTA
@ Linesearch



The general problem we want to solve

How to solve

n

A 1
0 € argmin< = Uy, (x;,0))+ Apen(8) 777
9eRrd {’7 ; }

Put for short

Assume that
@ f is convex and L-smooth

@ g is convex and continuous, but possibly non-smooth (for
instance /1 penalization)

@ g is prox-capable: not hard to compute its proximal operator



Smoothness of f:

@ Least-squares:

XX o

1
V() = ;XT(XG -Y), L .

o Logistic loss:

n

1 yi _maxj=1,...n | X3
VIO ==L L e LT 4

Prox-capability of g:

@ we gave the explicit prox for many penalizations above



Gradient descent

Now how do | minimize f + g 7

e Key point: the descent lemma. If ¥ convex and L-smooth,
then for any L' > L:

L/
F(0) < £(0) + (VF(0),0' = 0) + S [10" - 03
for any 0,60’ € RY

@ At iteration k, the current point is #. | use the descent
lemma:

L/
F(0) < F(0%) + (VF(9),0 — 0%) + = [|6 — "5



Gradient descent

@ Remark that

L/
argmin {f(@k) + (VF(0%),0 — 0%) + =16 — QkH%}
R4 2

: 1 k) |2
:argmlnHH— ok — —VF(6%) H
feRrY ( U ) 2

@ Hence, choose

1
0kt =0k — V(0"

This is the basic gradient descent algorithm [cf previous
lecture]

@ Gradient descent is based on a majoration-minimization
principle, with a quadratic majorant given by the descent
lemma

@ But we forgot about g...



ISTA

Let's put back g:
L/
F(0) +&(0) < F(6%) + (VF(9%),0 — 0°) + 0 — 0|13 + &(9)
and again

L/
argmin {f(@k) + (VF(0%),0 — 6%) + —HH SAllE —l—g(@)}
HeRrd

~agmin{ 5[0~ (0~ 970+ 20}
=argmin {0 - (0 904+ 0]

1
= prOXg/L/ (9k — EVf(Qk))

The prox operator naturally appears because of the descent lemma



ISTA

Proximal gradient descent algorithm [also called ISTA]

o Input: starting point #°, Lipschitz constant L > 0 for V£
@ For k=1,2,... until converged do

o Ok = Proxg (9"_1 — %Vf(@k_l))
o Return last 9%

Also called Forward-Backward splitting. For Lasso with
least-squares loss, iteration is

1
k _ k=1 LoyTypk—1 T
0 _SA/L<0 (XTXo X Y)),

where S is the soft-thresholding operator



ISTA

e Put for short F =1 + g,
@ Take any 0* € argmingcga F(6)

Theorem (Beck Teboulle (2009))

If the sequence {0*} is generated by ISTA, then

L]16° — 6*]13

F(O04) - F(67) < =

e Convergence rate is O(1/k)
@ Is it possible to improve the O(1/k) rate?



FISTA

Yes! Using Accelerated proximal gradient descent (called
FISTA, Nesterov 83, 04, Beck Teboule 09)

@ Idea: to find A%t use an interpolation between 0k and 6k—1

Accelerated proximal gradient descent algorithm [FISTA]

e Input: starting points z! = 09, Lipschitz constant L > 0 for

VT, t1 =1
@ For k=1,2,... until converged do
o Ok = proxg/,_(zk — %Vf(zk))
ot = ”7\/2”“5

o ZK =g + E=2(0% — 65 T)

e Return last 6%



FISTA

Theorem (Beck Teboulle (2009))
If the sequence {0} is generated by FISTA, then

2L16° — %3

F(ek) - F(Q*) < (k+ 1)2

o Convergence rate is O(1/k?)
o Is O(1/k?) the optimal rate in general?




FISTA

Yes. Put g =0

Theorem (Nesterov)

For any optimization procedure satisfying
oK+t € 91 + span(VF(01),...,VF(6Y)),

there is a function f on R? convex and L-smooth such that

: - o < L6 —6%]3
_ >>-—n7 7 12
min, F(6) = £(6) 2 55 (k +1)2

forany 1 < k <(d—1)/2.



FISTA

Comparison of ISTA and FISTA

50

00
k

gradient
FISTA N

— gradient
FISTA

150 200 0 50

FISTA is not a descent algorithm, while ISTA is

100

150 200



Backtracking linesearch

What if | don't know L > 07
@ || X" X||op can be long to compute

@ Letting L evolve along iterations k generally improve
convergence speed

Backtracking linesearch. Idea:
@ Start from a very small lipschitz constant L

@ Between iteration k and k + 1, choose the smallest L
satisfying the lemma descent at z¥



Backtracking linesearch

At iteration k of FISTA, we have z¥ and a constant L
Q@ Put L« L,

@ Do an iteration
1
k k
0 < proxg/, (z - ZVf(z ))
© Check it this step satisfies the descent lemma at z*:
L
F(0) +g(0) < F(2") + (VF(2"),0 — 2°) + 5110~ 23+ g(6)

Q If yes, then 0¥t <~ @ and L, < L and continue FISTA
@ It not, then put L < 2L (say), and go back to point 2

Sequence Ly is non-decreasing: between iteration k and k+ 1, a
tweak is to decrease it a little bit to have (much) faster
convergence



e Supervised learning recipes
@ Cross-validation
@ Classification scores
@ Class unbalancing
@ Features scaling



Cross-validation

@ Generalization is one the most important goal of machine
learning. A trained classifier has to be “generalizable”, namely
it can be applied in another context than the one of the
training dataset, without overfitting

@ This can be achieved using cross-validation

@ There is no machine learning without cross-validation at
some point!

@ We have to choose a penalization parameter ) that
generalizes



Cross-validation

V-Fold cross-validation

@ Most standard cross-validation technique

@ Take V =5 or V =10. Pick a random partition /1,..., /[y of
{1,...,n}, where [I,| = {; forany v=1,...,V

k folds (all instances)

»
>

A

fold

R

[] |
T |

) | testing fold
L E




Cross-validation

Put
Foreachv=1,...,V

e Put Dv,train = Uv’;ﬁvlv’ and Dv,test =1
e Find

" 1
f,x € argmin {ﬁ > Ui (Xi,0)) + A pen(9)}
0 v,train| .
’ ’EDv,train

Take
v

\ € argmin Z Z yi, <Xiaév,)\>)

A v=1 ieDv,test



Cross-validation

Fixed data size

Mean Error

High variance

Model Complexity

@ Training error:

v
A= > Y Ay (Xi,6,0))
v=1 /€Dy train
@ Testing, validation or cross-validation error:

Vv
A>T T Uy (Xi,6,0))

v=1 ieDv,test



Classification scores

@ Now I've trained a logistic classifier (or any other classifier), |
have an estimation 6§ of ¢

@ Or I'm training it but | want to test it as well along my
cross-validation loop

@ On testing samples (x;, y;), compute (if using logistic

classifier)
5.0 = P[Y = 0]X = x] = —
i g g g XI = N
Pi,0 1+ e
1
i1 =PlY =1 X=xi]= ——
pin =P[ X = xi] g

e Predict the label using the MAP rule (Maximum A Posteriori)

yi = argmax p;
y=0,1

@ Test it by comparing prediction y; and ground truth y;



Classification scores

Standard error metrics in classification
@ Precision, Recall, F-Score, AUC

For each i: true label y;, predicted label y;

Confusion matrix

Confusion Matrix: Single Classification Tree

450

400

350

300

250




Classification scores

Predicted Class
Yes No
E Yes| TP FN
g No FP ™
Precision = P = TP
~ #(predicted P) TP+ FP
Recall = TP = TP
~ #(real P) TP +FN
TP+ TN Precision x Recall

A = F-S =2
ceuracy TP+TN+FP +FN core Precision + Recall




Classification scores

In multiclass classification (more than 2 labels), can compute
precision and recall for each label

Recall = Sensitivity

False-Discovery Rate FDR = 1 — Precision

Many other metrics...



Classification scores

ROC Curve (Receiver Operating Characteristic)

For binary classification

True positive Rate TPR = #(lfl Py = TPTJFPFN

False positive Rate FPR = #(rZEI Ny = FPZPTN

x-axis: FPR, y-axis: TPR
Each point A; of the curve has coordinates (FPR:, TPR;),

where FPR; and TPR; are FPR and TPR of the confusion
matrix obtained by the classification rule

Yi= lﬁi,to

AUC score is the Area Under the ROC Curve



Classification scores

1 /
0.8 — Jj
g
2 06—
,,
é i g —— NetChop C-term 3.0
S04 — TAP + ProteaSMM-i
= ProteaSMM-i
0.2 r'
ok L \ | . | .
0.2 0.4 0.6 0.8 1

False positive rate



Classification scores

True Positive Rate (Sensitivity)

100%

80% -

60% -

40% 4|

20%

0%

0%

20% 40% 60%

False Positive Rate (1-Specificity)

80%

100%

Criterion

Sodium1
Sodium2



Class unbalancing

@ In my supervised dataset there are 90% labels 0 and 10%
labels 1, but | want to detect 1s

@ What if | train without including this in my training rule?
@ You'll only predict Os!
In logistic regression, just correct the likelihood using the class
balancing: put

~ n ~ n
wp=-————6o— and w; =

{#i:y; =0} C{#iyi=1})



Class unbalancing

The logistic goodness-of-fit is

n

1 Xi —(0,x;
Ro(6) = > (Iog(l + @)1, 1+ log(1+ e~ '>)1y,:0)
i=1

Just replace it by

1o~/ , ) .
Rol6) = 13 (i log(1 + €)1,y + i log(L + = )1, o)

i=1

@ This changes the gradient you use in a solver

@ Gradient steps for 1s are larger then the ones for Os, when

#1 < #0



Class unbalancing

@ In an unbalanced dataset, when using V-Fold cross-validation,
I'm likely to end up with a fold without 1s!

Use “stratified” V-Fold cross-validation:
o if there is p1% of label 1s in the dataset

@ proportion of of 1s must be p;% inside each fold

@ easy: put 1s in the dataset first, and find fold number of a
line using the modulo with the number of folds (see above)



Features scaling

@ Features matrix X with n-lines and d-columns

@ X, ;= j-th column of X and Xj , = j-th row.

Scale of features vector X, 1, ..., X, 4 is important at the training
step

@ when using penalization, the coefficients of the classifier won't
be penalized the same

@ Lipschitz constant of the loss often depend on || X, |2 (e.g.
logistic): features with large scale slow down convergence

Often need to scale the features:

@ center, include an intercept, standardize
@ min-max scaling

@ binarize



Features scaling

On continuous features (continuous is discrete with many
modalities...)

e Centering and standardization (or “whitening”) of j-th
feature: replace X, ; by

X.J — )_<0,j
[ Xej = Xejll2

— 1 n
where X.’j =5 Zi:l X;’J'

@ Min-max scaling of j-th feature: replace X, ; by

X.J — min,-X,-J

max; X,' i — min,- X,"J'

(better for sparse features: keep the zeros)

@ Include an intercept: include a constant feature Xo0 =1



Features scaling

Feature binarization of j-th feature

If X, is discrete

o If Xij € {1,... M;}, M; = number of modalities (small)
create M; — 1 new “dummy” binary features: replace
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Features scaling

If X, is continuous

@ Choose number of bins M

e Compute the quantiles g,y for m=0,..., M of X, ;, put
Im = [(m=1)/M> Amym] for m=1,.... M

@ Create M — 1 dummy binary features )?011117 o ,)~(.J7M,1 such
that

Xijm=1 1if Xie€ly
form=1,.... M—-1



Featuring for text data

Corpus:

[ "The lecture about machine learning is really awesome",
"The teacher is nice and funny. The teacher is a nerd",
"I’m wondering what I’m going to do with all of this",
"Maybe create a startup or maybe use these ideas in finance",
"Maybe I’m just curious about learning things" ]

[’about’, ’all’, ’and’, ’awesome’, ’create’, ’curious’, ’do’,
’finance’, ’funny’, ’going’, ’ideas’, ’in’, ’is’, ’just’, ’learning’,
’lecture’, ’machine’, ’maybe’, ’nerd’, ’nice’, ’of’, ’or’, ’really’,
’startup’, ’teacher’, ’the’, ’these’, ’things’, ’this’, ’to’, ’use’,
’what’, ’with’, ’wondering’]

Binarized features:

[[1001000000001011100000100100000000]
[0010000010002000001100002200000000]
[0100001001000000000010000000110111]
[0000100100110000020001010010001000]
[1t000010000000110010000000001000°000]]



Featuring for text data

With many documents and many words, use hashing

Hash function:
set of all possible words — {1,..., M}

as much injective as possible. It gives the position of each word in
a vector

{’and’: 26, ’all’: 28, ’just’: 46, ’awesome’: 14, ’startup’: 12,
’learning’: 6, ’in’: 25, ’curious’: 41, ’nerd’: 49, ’really’: 3,
’funny’: 5, ’use’: 10, ’things’: 27, ’create’: 0, ’ideas’: 49,
’machine’: 0, ’to’: 37, ’going’: 33, ’wondering’: 6, ’lecture’: 9,
’is’: 12, ’nice’: 47, ’do’: 21, ’finance’: 43, ’what’: 20, ’with’:
8, ’teacher’: 41, ’about’: 12, ’these’: 44, ’maybe’: 49, ’this’: 22,
’of’: 47, ’the’: 34, ’or’: 17}

Standard algorithm: MurmurHash



Featuring for text data

For scaling word counts ( “bag of words" ), standard scaling is given
by TF-IDF (Time Frequenty - Inverse Document Frequency)

@ Reflect how important a word is in a document, relatively to
all documents in corpus

e Words wy, ..., w,, corpus of documents D = {Ds,...,D;}

e Put

TF(w, D) = # times w occurs in D
#D )
#{DeD:weD}

IDF(w, D) = |og(

@ Then

TF-IDF(w, D, D) = TF(w, D) x IDF(w, D)



Featuring for text data

Corpus:

"I like machine learning",

"I like machine learning a lot",

"I hate machine learning",

"I don’t understand machine learning",

"I am an expert of machine learning",

"My cousin is an expert of machine learning"]

Words:

[’am’, ’an’, ’cousin’, ’don’, ’expert’, ’hate’, ’is’, ’learning’,

’like’, ’lot’, ’machine’, ’my’, ’of’, ’understand’]

L[ o. 0. 0. 0. 0. 0. 0 0.43 0.79 0. 0.43 0. 0. 0. 1
[o. 0. 0. 0. 0. 0. 0 0.31 0.57 0.7 0.31 0. 0. 0. 1]
[o. 0. 0. 0. 0. 0.85 0 0.38 0. 0. 0.38 0. 0. 0. 1]
[o. 0. 0. 0.65 0. 0. 0 0.29 0. 0. 0.29 0. 0. 0.65]

[ 0.564 0.44 oO. 0. 0.44 0. 0. 0.24 0. 0. 0.24 0. 0.44 0. 1]
[o. 0.35 0.43 0. 0.35 0. 0.43 0.19 0. 0. 0.19 0.43 0.35 0. 11



Agenda for tomorrow

@ Stochastic Gradient Descent and beyond

o Collaborative Filtering - Matrix Completion
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